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Abstract: 

K-Nearest Neighbor (K-NN) is a classification method that seeks the majority 
class from the k-nearest neighbors of a sample to be classified. Meanwhile, 
Convolutional Neural Network (CNN) is a type of artificial neural network 
specifically designed to recognize patterns in image data. The features are then 
extracted using GLCM (Gray Level Co-occurrence Matrix) from Thorax X-Ray 
images. This research aims to develop two classification approaches, namely K-
Nearest Neighbor (K-NN) and Convolutional Neural Network (CNN), to detect 
bronchitis disease in toddlers based on Thorax X-Ray images. Feature 
extraction based on the Gray Level Co-occurrence Matrix (GLCM) is used to 
transform images into numerical features that can be processed by classification 
algorithms. The results from both methods will be combined based on various 
evaluation metrics, such as accuracy, precision, recall, F1-score, etc. 
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INTRODUCTION 
Bronchitis is an infectious disease affecting the bronchi, which are the air 

passages in the lungs. This disease commonly affects children living in 
environments with high pollution levels, such as homes where parents smoke, 
exposure to motor vehicle exhaust, and smoke from cooking using wood fuel 
(Imiliati et al., 2021) (Balamurali et al., 2021). The causes of bronchitis include 
infections from viruses like Rhinovirus, Respiratory Syncytial Virus (RSV), 
influenza viruses, parainfluenza viruses, and Coxsackie virus. Additionally, 
bronchitis can be caused by parasites such as roundworms (ascariasis) and 
fungi. Besides infectious causes, non-infectious factors like physical or chemical 
agents and other risk factors can also contribute to bronchitis. 

In medical literature, the implementation of artificial intelligence and 
machine learning in the medical industry has been shown to effectively enhance 
the quality, effectiveness, and efficiency of medical services (Komalasari, 2022). 
Classification algorithms, including K-Nearest Neighbor (K-NN) and 
Convolutional Neural Network (CNN), have proven capable of solving various 
classification problems. Two possible approaches using K-NN with Euclidean 
and K-NN with Manhattan distances are considered (Hidayati & Hermawan, 
2021) (Guo et al., 2003). Previous research on the early detection of Hepatitis C 
using the K-Nearest Neighbor (KNN) classification method resulted in a testing 
accuracy of 92%, precision of 92%, and recall of 99% with parameter metrics 
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using the Manhattan distance calculation method, distance weighting, and a K 
value of 11. 

A total of 144 trials were conducted to produce the best parameters with a 
training accuracy of 95%. So it can be concluded that the best parameter 
combination for the classification of Hepatitis C disease data using the K-
Nearest Neigbor (KNN) algorithm is the distance calculation metric using the 
Manhattan method, weighting using distance, and the value of K = 11. This 
research has shortcomings, namely only for early detection of Hepatitis C 
disease. 

Convolutional Neural Network (CNN) is a type of Deep Learning 
algorithm that consists of multiple layers to process data and extract features. 
This type of algorithm is commonly used for image processing and object 
detection (Arrofiqoh & Harintaka, 2018) (Jayalakshmy et al., 2020). In the 
literature, it is known that by using Convolutional Neural Network 

Testing on images can get a precision value of 98%, recall 94% (Rahim et 
al., 2019). Based on previous research entitled "Classification of Human Activity 
Based on Radar Signal Using 1-D Convolutional Neural Network" The 
experimental results show that the classification accuracy of the proposed 
method is 96.1% (Chen & Ye, 2019). And the method used is only 1 method, 
namely CNN, it is hoped that combining Machine Learning and Deep Learning 
can increase the accuracy of a study so that results can be obtained that can be 
useful in helping to analyze bronchitis disease. The research concluded that K-
Nearest Neighbors and Convolutional Neural Network can be used for research 
in the field of Health and the development of Arficial Intelligence-based 
systems. It can also be used to assist health agencies in providing better 
services. Based on the research conducted (Made, et al. 2022) which has been 
described above, the author develops by adding the CNN method to take the 
title "Classification of K-Nearest Neighbor (K-NN) and Convolutional Neural 
Network (CNN) for Disease Identification in Toddlers Using GLCM Feature 
Extraction Based on Thorax X-Ray Images". 
 
LITERATURE REVIEW 
K-Nearest Neighbor (K-NN) 

The K-Nearest Neighbor (K-NN) algorithm is a classification method that 
determines the label (class) of a new object based on the majority class of the 
nearest k distances in the training data (Srivastava et al., 2021) (Naufal et al., 
2021). K-Nearest Neighbor (K-NN) algorithm is a classification algorithm that 
works by taking a certain number K of the nearest data points as a reference to 
determine the class of new data. The classification in KNN is based on similarity 
or proximity to other data. The data points closest to each other are called 
"neighbors" (Isnain et al., 2021) (Gazalba & Reza, 2017). 

 
Deep Learning 

Deep Learning is a branch of artificial intelligence that mimics the way 
the human brain processes data and creates patterns for decision-making. Deep 
Learning is part of Machine Learning and includes various types, with some of 
the most commonly used being Convolutional Neural Network (CNN), 
Multilayer Perceptrons (MLP), and Recurrent Neural Network (RNN). The 
advantages of deep learning include its excellent performance in solving 
complex problems, reducing the need for feature engineering, and having 
architectures that can easily adapt to new challenges. However, deep learning 
requires a large amount of data, time-consuming training processes, and is 
susceptible to overfitting (Naufal et al., 2021) (GM et al., 2021). The image 
below illustrates a comparison between a simple neural network and a deep 
learning neural network. 
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Figure 1. Comparison of a Simple Neural Network with Deep 

Learning Neural Network 
 
Convolutional Neural Network  

Convolutional Neural Network (CNN) is one class of deep learning 
capable of image recognition and classification. The CNN method is a class of 
neural networks specialized in processing data with a grid-like topology, such as 
images. CNN can be used in face recognition, document analysis, image 
classification, video classification, etc. Below is an illustration of the 
Convolutional Neural Network architecture. 

 

 
Figure 2. Illustration of Convolutional Neural Network Architecture 

 
 Gray Level Co-Occurrence Matrix (GLCM) 

GLCM is a feature extraction method that utilizes second-order texture 
calculations, taking into account pairs of two pixels in the original image. In the 
first order, it involves statistical calculations based on the pixel values of the 
original image without considering pixel adjacency. Co-occurrence can be 
interpreted as events occurring together, meaning the frequency of events at one 
pixel level adjacent to the values of other pixels based on distance (d) and the 
orientation of a specific angle (Ө). Distance is represented in pixels, while 
orientation is represented in degrees. Orientation is formed from four angular 
directions at intervals of 0, 45, 90, and 135 degrees, and the pixel distance is 
determined to be 1 pixel (Surya et al., 2017). 

 
X-Ray Thorax Image 

X-Ray Thorax Image is a radiographic projection used to assess the 
anatomical condition using X-ray radiation within the thorax (chest), which 
includes the heart and lungs. Lung examinations commonly use X-ray 
radiography due to its relatively quick, easy, and cost-effective nature compared 
to MRI and CT-Scan tests (Sapata & Juniati, 2019) (Prasetyo, 2020). 

A lung image can be considered normal if it lacks spots, has a smooth 
texture, and the shape and size of the lungs remain unchanged. Conversely, a 
lung image is considered abnormal if it contains spots, an uneven texture, or a 
change in the shape and size of the lungs. Changes in the shape and size of lung 
images can be observed from the pixel intensity on the object (lungs). The 
sample result of the X-ray used in this study can be seen in the following image. 
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 Source: Radiology of Bronchitis 

 
Figure 3. Result of X-Ray Thorax Exposed to Bronchitis. Radiological 

Depiction in Bronchitis Shows an Increase in Coarse 
Bronchovascular Markings 

 
    Source: Radiology of Bronchitis 

 
Figure 4. Result of X-Ray Thorax in a Healthy Condition. 

 
RESEARCH METHODS 

 In this stage, the steps involved consist of 9 stages. Visual explanations 
of these stages can be seen in the following image. 

 
Figure 5. Research Methodology 
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The following image explains that the research process begins with 
several steps: 

 
1. Input Training and Test Data 

This stage involves inputting training and test data from X-Ray Thorax 
images exposed to bronchitis and healthy conditions at Bunda Thamrin 
Hospital. 

2. Preprocessing (Cropping, RGB to Grayscale Conversion) 
This stage includes cropping images to eliminate irrelevant parts and 
converting RGB images to grayscale. 

3. Image Segmentation 
Segmentation is performed on X-ray thorax images to separate the 
background from the foreground and isolate pixels with different 
characteristics. 

4. GLCM Feature Extraction 
GLCM feature extraction involves forming a matrix of X-Ray Thorax images 
by creating a co-occurrence matrix for each image. Features such as Entropy, 
Energy, Homogeneity, and Contrast are then extracted at angles of 0, 45, 90, 
and 135 degrees. 

5. KNN Classification 
The K-Nearest Neighbor (KNN) method is applied to evaluate the 
performance of the dataset. Hyperparameter tuning and repeated testing of k 
values are used to train the dataset and determine the optimal k parameter. 

6. CNN Classification 
The Convolutional Neural Network (CNN) method is implemented for 
bronchitis identification, utilizing a specially designed neural network 
architecture for image processing and pattern recognition in X-Ray Thorax 
images. 

7. System Implementation and Testing 
This stage involves testing and training X-Ray Thorax images using the K-
Nearest Neighbor (KNN) and Convolutional Neural Network (CNN) 
algorithms. 

8. Conclusion of Research Results 
The research findings are summarized by observing the measurement results 
of KNN and CNN algorithms with both complete and selected features, as 
well as GLCM feature extraction after feature selection. 

 
RESULTS AND DISCUSSION 
Results 

In this stage, data from toddlers affected by bronchitis is required for 
processing using the KNN and CNN methods, which involve several attributes 
to generate accuracy values. 

 
 

Figure 6. Data Analysis Stage 
 

Here are the stages of data analysis explained: 
1. Data of Toddlers with Bronchitis and Healthy Condition 
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In this stage, the process involves inputting data obtained, specifically data 
related to toddlers suffering from bronchitis. 

2. GLCM Feature Extraction 
GLCM (Gray Level Co-Occurrence Matrix) method is applied to the X-Ray 
Thorax images in this stage, extracting relevant features. 

3. KNN Method 
The K-Nearest Neighbor (KNN) method is implemented at this stage using 
the X-Ray Thorax images. 

4. CNN Method 
The Convolutional Neural Network (CNN) method is applied in this stage to 
process the X-Ray Thorax images. 

5. Results 
In this final stage, the research has obtained results, specifically the 
Classification of K-Nearest Neighbor (K-NN) and Convolutional Neural 
Network (CNN) for the Identification of Bronchitis in Toddlers Using GLCM 
Feature Extraction Based on X-Ray Thorax Images. 

 
Discussion 
A. Implementation 

In this phase, the Classification of K-Nearest Neighbor (K-NN) and 
Convolutional Neural Network (CNN) for the Identification of Bronchitis in 
Toddlers Using GLCM Feature Extraction Based on X-Ray Thorax Images is 
implemented. The implementation is carried out using MATLAB to generate 
numerical data. 
 
B. Testing Data 

This stage involves testing data to assess the alignment between 
theoretical and practical aspects using MATLAB. Table 1 represents the data 
that will be tested using MATLAB. 

Table 1. Testing Data 
Name Symptoms X-Ray Diagnosis 

Alifa 1. Rough Bronchovascular Markings  

2. Both right and left hilum are normal  

3. Both lung fields are normal 

 

 

Bronchitis_ 
Chronic 

Suriyatno 1. No enlargement of the markings 

2. Sinuses and diaphragm are normal 

3. Bronchovascular markings are good 

4. Both right and left hilum are normal 

5. Both lung fields are normal 

6. Soft tissue within the chest x-ray 

area is good 

7. There is visible thoracic vertebral 

scoliosis 

 

Bronchitis_ 

Chronic 

Boini 1. The markings are not enlarged 

2. Sinuses and diaphragm are normal 

3. Bronchovascular markings are good 

4. Both right and left hilum are normal 

5. Both lung fields are normal 

6. Peribronchial thickening is observed 

7. Soft tissue and skeletal structures 

within the chest x-ray area are good 

 

Bronchitis_ 

Chronic 
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Sutomo 1. Markings are not enlarged. 

2. Sinuses and diaphragm are normal. 

3. Bronchovascular markings are good. 

4. Both right and left hilum are normal. 

5. Both lung fields are normal. 

6. Peribronchial thickening is observed. 

7. Soft tissue and skeletal structures 

within the chest x-ray area are good 

 

 

Bronchitis_ 

Chronic 

Atik 

Siregar 

1. CTR > 50% 

2. Sinuses and diaphragm are normal. 

3. Bronchovascular markings are good. 

4. Both right and left hilum are normal. 

5. Both lung fields are normal 

 

 

Kardiomegaly 

 
C. Testing Stage 

After the initial Matlab display, the Matlab Command Window will 
appear for data testing, as seen in Figure 7. 

 
 
 
 

 
Figure 7. Command Window View 

 
Next, the user can press the "Open" button to open the encoding results 

in Matlab, as shown in Figure 8. 

Figure 8. Open View 
 
The next step is to select the Matlab encoding results, as seen in Figure 9. 
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Figure 9. Initial View of Matlab Encoding Results 
 
The following step is to press the "Run" button in the upper right, as 

shown in Figure 10. 

 
Figure 10. View After Pressing the Run Button 

 
Next, select "Change Folder," and Matlab will display the created GUI, as 

seen in Figure 11. 
 

Figure 11. GUI View 
 
The next step is to press the "Search Image" button at the top, as seen in 

Figure 12. 
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Figure 12. View After Searching for Image 
 
Then, choose an image and click the "Open" button, as seen in Figure 13. 

 

Figure 13. Open Image View 
 
The next step is to press the "GLCM" button, and the result is shown in 

Figure 14. 

Figure 14. GLCM Result View  
 
Figure 15. represents the view of saving the extracted image from GLCM. 

Figure 15. View of Saving Extracted Image Result 
 

Then the newly extracted image is input into the program by pressing the 
"Input" button as shown in Figure 16. 
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Figure 16. View After Pressing the Input Button 
 
At this stage, the result is the correlation matrix of GLCM (Gray Level Co-

occurrence Matrix), representing the relationship between various GLCM 
features. GLCM shows the correlation between four different features: Contrast, 
Correlation, Energy, and Homogeneity. 

Figure 17. Represents the Upload Result from the Newly Extracted 
Image 

 
Next, press the "Accuracy" button, which will display the results of KNN 

and CNN as shown in Figure 18. 

Figure 18. View of Results from KNN and CNN 
 
From the obtained results, it can be concluded that the results of both 

methods are as follows: 
1. The accuracy of the KNN method in identifying Chronic Bronchitis is 

96.8589%, and the accuracy of the CNN method in identifying Chronic 
Bronchitis is 97.8373%. 

2. Therefore, the results of the KNN and CNN methods are accurate, with a 
Training and Test Process Accuracy Value of 1 (100%), indicating the 
identification of Chronic Bronchitis. 
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In conclusion, both the KNN and CNN methods produce accurate results, 
with a Training and Test Process Accuracy Value of 1 (100%), indicating the 
identification of Chronic Bronchitis. 
 
CONCLUSION 

Based on the previous discussion, several conclusions can be drawn: 
1. The classification of K-Nearest Neighbor (K-NN) and Convolutional 

Neural Network (CNN) for the identification of bronchitis in toddlers 
using GLCM feature extraction based on X-Ray Thorax images achieved 
accurate results. The accuracy of the KNN method in identifying Chronic 
Bronchitis is 96.8589%, while the accuracy of the CNN method is 
97.8373%. Both methods show a Training and Test Process Accuracy Value 
of 1 (100%), indicating the identification of Chronic Bronchitis. 

2. The classification of K-Nearest Neighbor (K-NN) and Convolutional 
Neural Network (CNN) for the identification of bronchitis in toddlers 
using GLCM feature extraction based on X-Ray Thorax images can be 
implemented using Matlab programming. 
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