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 Diseases in mustard leaves can reduce productivity if not detected 

early. This study aims to develop and evaluate a disease classification 

system for mustard leaves using Convolutional Neural Network 

(CNN) architectures, specifically Xception and VGG19, while 

comparing their performance in terms of accuracy and computational 

efficiency. The mustard leaf image dataset undergoes preprocessing 

before being used for model training and testing. Experimental results 

show that Xception achieves the highest validation accuracy of 99% 

with better loss stability compared to VGG19, which attains 94.50% 

accuracy but exhibits greater fluctuation. In terms of time efficiency, 

VGG19 reaches optimal accuracy faster and completes the training 

process in 42 seconds, whereas Xception requires more epochs and a 

training time of 50 seconds. Therefore, Xception is recommended for 

classification tasks that demand high accuracy and stability, while 

VGG19 is more suitable for rapid detection with a slight trade-off in 

accuracy stability. 
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1. INTRODUCTION  

Mustard leaf (Brassica juncea) is one of the popular green vegetables in many countries, especially 

in Asia. The plant is characterized by its wavy broad leaves with thick white stems and thrives in some areas 

with sufficient irrigation and dry characteristics[1]. Aside from being easy to cultivate, mustard leaves are rich 

in nutrients and vitamins, making them a nutritious vegetable option, while their seeds can also be utilized for 

mustard oil production[2]. As a vegetable with significant economic value, mustard leaves are widely 

consumed by the public. However, they are susceptible to various diseases that can damage the plants before 

harvest[3]. Research conducted by [4] indicates that diseases in mustard leaves generally affect the leaves and 

stems, with primary symptoms including leaf spots and discoloration, which serve as indicators of bacterial or 

fungal infections. Diseases affecting mustard leaves not only impact the quality and quantity of the harvest but 

also influence product availability in the market and farmers' income. 

 

Early detection of diseases in mustard leaves is a crucial step in maintaining plant health and ensuring 

a high-quality harvest[5]. Manual observation using traditional methods is often time-consuming, requires 

specialized expertise, and carries a high risk of errors. Therefore, the application of technology is necessary to 

improve efficiency in detecting and managing plant diseases. Recent studies have leveraged advanced 

technologies such as Convolutional Neural Network (CNN) to effectively identify and classify diseases in 
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mustard leaves. CNN, which excel in image classification through complex visual features such as color, 

texture, and symptom shape, can distinguish between healthy and infected leaves[6]. Models such as Sequential 

CNN, ResNet-50, and VGG have demonstrated high accuracy in detecting mustard leaf diseases, providing 

farmers with an effective tool for early detection. This CNN-based approach helps prevent disease spread and 

enhances crop quality through more efficient management. 

 

Research conducted by [7] also found that applying CNN algorithms for pest detection in mustard 

leaves yielded significant results, achieving an accuracy of up to 92%. This approach can help farmers optimize 

their harvest and prevent losses caused by pest infestations. Although CNN has proven to deliver high accuracy 

in classifying mustard leaf diseases, challenges such as overfitting, underfitting, and model architecture 

optimization remain obstacles[8]. The selection of architectures such as ResNet-50 and Xception has shown 

promising results, but hyperparameter exploration—such as the number of filters, kernel size, and dropout 

rate—remains limited. Additionally, techniques like data augmentation and optimization of training methods, 

such as Adam or SGD, are necessary to enhance model performance. Therefore, further development through 

parameter exploration, data augmentation, and the use of diverse datasets is crucial to supporting sustainable 

agriculture and improving the efficiency of plant disease detection[9]. 

 

In this context, this study aims to enhance the performance of disease classification in mustard leaves 

by optimizing parameters in the CNN model architectures, namely Xception and VGG19. The optimization 

process involves adjusting the learning rate, dropout rate, and the number of filters in each convolutional layer. 

The dataset used in this study is sourced from Kaggle and has been utilized in previous research. As an 

innovative approach, this study applies parameter optimization techniques to further improve model 

performance and conducts a comparative analysis of both CNN architectures. Additionally, this research 

evaluates the computational speed of both models to identify a balance between accuracy and processing 

efficiency. Thus, this study is expected to contribute to improving the accuracy of early disease detection in 

plants and providing insights into model processing efficiency, ultimately assisting farmers in making faster 

and more accurate decisions. 

 

2. METHOD  

This research includes a series of systematic steps reflected in the research model to be conducted, 

from data collection to conclusion. This section describes the research methods used to build and evaluate 

performance of the model, including the methods chosen to obtain the dataset, data preparation techniques, and 

data analysis techniques, as visualized in Figure 1. 
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Figure 1. Research Stages 

 

2.1 Literature Review 

This research involves collecting data through analyzing previous research relevant to the topic of 

plant disease classification. The data used can be public data available in media publications, public 

repositories, or other sources, including archives that are allowed to be used publicly. Such data sources include 

repositories such as GitHub, UCI Machine Learning, Kaggle, and similar platforms that have been collected 

by previous researchers. 

 

2.2 Dataset Collection 

This research uses a dataset obtained from Kaggle, namely the Caisim Dataset [7] and consists of 2 

disease classes with 1000 image data.  This dataset consists of 500 images of Daun Sawi Ada Hama and 500 

Daun Sawi Tanpa Hama. The following image shows a sample of the dataset that will be used. 
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2.3 Preprocessing data 

This stage aims to ensure that the data used in the model is cleaner, well-structured, and ready for 

processing, thereby maximizing the classification results of mustard leaf diseases. This process includes 

handling imbalanced datasets, resizing, normalization (rescaling), and splitting the data into batches 

(batching)[10]. 

2.3.1 Resizing 

This stage aims to change the size of the image so that it has the same or uniform dimensions[11]. 

For example, all images are converted to 224x24 pixels. This size consistency is very important, especially 

for CNNs, which require fixed-size inputs in order to apply operations such as convolution and pooling 

consistently. 

2.3.2 Rescaling 

This stage aims to convert the pixel values from a scale of 0-255 to a smaller range, for example 

from 0 to 1 or -1 to 1[11]. Since most images are usually stored with a pixel value of 255, but deep learning 

models often work more optimally when the input is smaller. 

2.3.3 Batching  

This stage has the purpose of dividing the dataset used into small groups or batches [12]. This 

method can help reduce memory requirements, which enables model training on devices with limited 

memory capacity, as the model does not need to hold the entire dataset in memory at once. The parameter 

used by the researcher is batch=64. 

 

2.4 Augmentation data 

This step is a process to increase the diversity of the training data without increasing the amount of 

original data, so that the model is more robust to input variations and avoids overfitting [13]. In image 

classification, this technique includes rotation, zooming and flipping to make the model more generalizable to 

new data. 

 

2.5 Splitting Dataset  

This stage is the process of dividing the prepared data into three main subsets, namely training data, 

testing data, and validation data. This division aims to allow the model to be trained and evaluated more 

accurately, as well as minimizing the risk of overfitting [14]. In this study, the training data is set at 70% of 

the data will be used to train the model. Then, the remaining 30% data will be divided back into testing data 

and validation data. 

 

2.6 Model Search 

After preprocessing, data augmentation, and data splitting, experiments were conducted on two 

selected models, VGG19 and Xception. In this process, various combinations of learning rates, dropout, and 

filters were tested to obtain the best results. 

2.7 Model Evaluation 
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The model was evaluated using a confusion matrix to gain a deeper understanding of the prediction 

error the model made[15]. Each element in the confusion matrix indicates how many predictions are correct or 

incorrect for each class, thus providing a clear insight into where the model often misclassifies images. 

3. RESULTS AND DISCUSSION  

The testing in this research was conducted using a Lenovo V14 laptop with specifications of 11th 

generation Core i3 processor, 12GB RAM, 256GB SSD, and Windows 11 Pro operating system, while utilizing 

Google Colab as a supporting tool for program implementation. The results and discussion of this research will 

be outlined as follows : 

 

3.1.  Training Scenario 

This study will compare the performance of Xception and VGG19 models for mustard plant 

classification with different variations of learning rate (0.001, 0.0001), dropout rate (0.3, 0.5, 0.7), and number 

of filters (64, 32, 16). This experiment was conducted using a dataset obtained from Kaggle with appropriate 

preprocessing. The main objective is to analyze the accuracy and computational speed of each hyperparameter 

combination to determine the best configuration to improve classification performance. 

 

Table 1. Scenario 

Eksperiment Model Learning Rate 

(LR) 

Dropout 

Rate 

Filter 

1 Xception 0.001 0.3 64 

2 Xception 0.001 0.5 32 

3 Xception 0.001 0.7 16 

4 Xception 0.0001 0.3 64 

5 Xception 0.0001 0.5 32 

6 VGG19 0.001 0.3 64 

7 VGG19 0.001 0.5 32 

8 VGG19 0.001 0.7 16 

9 VGG19 0.0001 0.3 64 

10 VGG19 0.0001 0.5 32 

 

3.2. Result 

Based on the scenarios conducted in Table 1, the Xception model showed the best performance in 

classifying mustard leaf diseases with a final accuracy of 99%, which was obtained using a learning rate of 

0.0001, a dropout of 0.5, and a filter count of 32. Meanwhile, the VGG19 model achieved an accuracy of 

94.50% with a learning rate of 0.001, a dropout of 0.5, and the same number of filters. Although Xception is 

superior in terms of accuracy, the VGG19 model is more efficient in training speed. VGG19 can complete the 

training and validation process in 42 seconds, while Xception takes 50 seconds. 
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Figure 3. Training Model Xception 

 

 
Figure 4. Training Model VGG19 

 

Figures 3 and 4 illustrate the training process of CNN models, specifically the Xception and VGG19 

architectures. In this study, variations of several parameters such as learning rate, dropout, and number of 

filters are applied to explore their impact on the model performance. By conducting experiments using various 

combinations of parameters, researchers can understand how the model responds to such changes and 

determine the optimal configuration to improve accuracy. In each experiment, the Xception and VGG19 

models were trained using different parameter configurations. Once the training and validation process was 

complete, the accuracy was measured and recorded for each trial. Subsequently, the results were evaluated and 

compared to identify the parameter combination that gave the best performance. In this analysis of the training 

results, we included graphs showing the validation loss and validation accuracy during the training process, as 

well as a comparison of the model performance on each parameter configuration tested. This analysis is 

essential for understanding how parameter variations affect model performance, detecting possible overfitting 

or underfitting, and finding parameter values that produce validation data with high and stable accuracy. 
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Figure 5. Xception Model Evaluation Results 

 

 
Figure 6. Confussion Matrix Model Xception 

 

 
Figure 7. VGG19 Model Evaluation Results 
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Figure 8. Confussion Matrix Model VGG19 

 

4. CONCLUSION  

Based on the experimental results described above, the Xception model shows superior performance 

in mustard leaf disease classification with more stable validation accuracy and lower loss than VGG19. 

Although both models achieved high accuracy of around 99% for Xception and 94.50% for VGG19, the 

VGG19 model experienced larger fluctuations in validation loss, indicating a higher potential for overfitting. 

In addition, in terms of time efficiency, VGG19 reaches optimal accuracy faster at the 29th epoch, while 

Xception requires more epochs to reach stability. Thus, Xception is a better choice in terms of accuracy and 

stability, while VGG19 is superior in training time efficiency. In an effort to improve the accuracy of the model 

in the classification of mustard leaf diseases, we recommend expanding the number of datasets or conducting 

a more careful selection of datasets, especially in disease classes that have similar characteristics. By improving 

the quality and variety of training data, the model can more effectively recognize differences between disease 

types, thereby reducing the risk of misclassification. In addition, the results of this study are expected to benefit 

the world of knowledge and also for farmers in detecting mustard leaf diseases earlier and more accurately. 

Faster and more precise detection enables the implementation of more optimal preventive measures, which in 

turn can reduce potential losses due to disease attacks and increase crop yields and overall agricultural 

productivity. 
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