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 The increasing need for text content creation today challenges the 

development of systems that can alleviate the need for text creation. Currently, 
text generation is done manually and has various shortcomings, especially in 

terms of time constraints, human error, limited creativity, and writing that 

tends to be repetitive by certain people, which can cause a decrease in quality 

and diversity in the sentences produced. This research was conducted by 
designing an AI-based text generator application using the GPT-3 language 

model to generate text automatically and help overcome some obstacles. 

Applying this app will increase efficiency and productivity, increase the 

writer's ideas and creativity, automate routine tasks, and produce exciting and 
communicative sentences. The app's ability to generate text quickly and 

accurately and be personalized makes it valuable in various fields. The method 

used in this research is implementing the GPT-3 language model APIs into 

the text generator application created so that the application can connect with 
the GPT-3 engine that has been modified in its prompting method. The output 

of this application is a text according to the context needed by the user through 

keywords previously inputted on the web interface. The result of this research 

is creating a text generator application that implements the GPT-3 language 
model API that can run well during running tests. And the testing results with 

the black box testing method provide valid results related to the web system 

created. It means the application can work well according to its function, 

which is to display text results that match the context inputted by the user.   
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1. INTRODUCTION 

AI is a broad notion that includes a variety of technologies, such as machine learning, deep learning, 

computer vision, natural language processing (NLP), robots, and ML (machine learning). These technologies 

enable systems to learn from data without explicit programming [1]. Artificial intelligence (AI) has become 

commonplace in our daily lives and is rapidly expanding [2]. NLP is utilized in various applications, including 

sentiment analysis in investment, chatbots in customer relationship management, decision support systems in 

retail and operations, and legal, architectural, and transportation [3]. NLP has numerous clinical uses, such as 

aiding with provider documentation, automated structured chart abstraction, and machine learning [4]. Natural 

language processing (NLP) is a field that aims to enable people to achieve this. NLP refers to the automatic 

computational processing of human languages as a whole. It consists of both algorithms that accept text created 

by humans as inputs and algorithms that generate text with a natural appearance as outputs [5]. The work of 

language modeling serves as the foundation for model pre-training in natural language processing (NLP). 

Given a past of unannotated texts, language modeling aims to predict the following token [6]. The training 

paradigm for language modeling has started to be dominated by deep learning techniques. Recurrent neural 

networks (RNNs) were frequently employed in early techniques for neural language modeling [7], [8].Long 

short-term memory (LSTM) stands out among the RNN family because it has the benefit of being less 
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susceptible to the gradient vanishing problem through its well-designed deep learning methods, which have 

started to rule the training paradigm of language modeling.  

Recurrent neural networks (RNNs) were frequently employed in early techniques for neural language 

modeling. Long short-term memory (LSTM) stands out within the RNN family due to its benefit of being less 

vulnerable to the gradient vanishing problem due to its well-designed architecture [9]. The "pre-training then 

fine-tuning" paradigm has since begun to take shape. The first model to use unidirectional transformers as the 

framework for the GPT of language models was generative pre-training (GPT), demonstrating the striking 

potential of pre-training techniques for various downstream applications [10]. While there are undoubtedly 

many benefits, it has also created new, challenging problems that must be solved [11]. To address these issues 

and move further, it is essential to understand some key concepts related to AI and GPT (Generative Pre-

Trained Transformer). An AI model called the Generative Pre-Trained Transformer-3 (GPT-3) learned 

unsupervised on a significant corpus of text data. GPT-3 can now make responses in written language that 

mirror those produced by humans thanks to this training [12]. This year's major AI news was the mid-year 

release of OpenAI's GPT-3 language model, which can produce natural language documents that can be 

remarkably difficult to discern from stuff written by humans. Much more than people often anticipate technical 

development in NLP, it gained coverage in both the technical and general media [13]. These robust neural 

network-based models can be utilized for various NLP tasks, and because of how complex their language-

generating capabilities have evolved, it can be quite challenging to tell their outputs apart from human language 

[14].  

As a "task-agnostic" language model, Pre-trained Transformer 3 (GPT-3) may enable further NLP 

applications. In many use situations and on many benchmarks, the system, which the research facility OpenAI 

published for testing in August 2020, can compete with older, fine-tuned models without any more fine-tuning. 

Its developers claim that it was pre-trained using a dataset more than ten times bigger than any used by 

comparable models, including Wikipedia and a filtered version of the Common Crawl dataset [1]. OpenAI 

created the powerful huge language model GPT-3. Through knowledge distillation, its knowledge can be 

applied to jobs farther down the line [15]. More substantial natural language processing (NLP) and machine 

learning (ML) capabilities enable more powerful models to perform with better understanding and response 

abilities rather than being designed for performing human communication interactions [16]. Users can access 

GPT-3 and "program" it by providing words in human language, instructions on what to do, and, optionally, a 

few samples of the intended output through an application programming interface (API) that OpenAI has built 

up. In contrast to prior NLP models, which require massive volumes of training data, GPT-3 receives a 

comparable number of instructions to those humans would receive when asked to do a task. This gives it the 

flexibility required for a variety of applications. GPT-3 is a versatile language model that can be used for 

various activities. GPT-3 has demonstrated its ability to produce writing that can be mistaken for a human 

author, including poetry, articles, web interface code, and descriptions of products or jobs [13].  

The Generative Pre-trained Transformer 3, or GPT-3, was created by OpenAI, employing computer-

based analysis of vast volumes of textual (natural language) data made available to the public [1]. GPT-3 and 

other technologies can nearly pass the Turing Test, determining whether these programs' language can be easily 

distinguished from human-produced language [17], [18].GPT-3 functions with a small amount of fine-tuning 

data. The language model knows practically every domain by nature. Only a few instructions on what to do 

and, preferably, a few instances of the desired result are used to teach it (few-shot learning) [19]. The "text-

davinci-003" model now in use makes use of a training dataset made up of 45 million web pages, books, and 

other sources [20]. As previously mentioned by other authors, GPT-3 demonstrated excellent cooperation and 

produced pertinent, accurate, and proper research [21], [22]. The successor to GPT-2, GPT-3, increased the 

data scale (45 TB vs. 40 GB) and the parameter space (175 billion vs. 1.5 billion), making it the largest language 

model ever made. The model performs outstandingly in zero-shot and few-shot conditions and can complete 

downstream tasks without fine-tuning [23]. GPT-3 has shown good results on various new tasks, including 

arithmetic addition, news article generation, language interpretation, and code writing, based on the multi-task 

generalization skills of GPT-2. This model will be increasingly more powerful when the number of parameters 

increases.  

AI models can be connected to platforms like websites, messaging services, and mobile apps via their 

APIs (Application Programming Interfaces) and utilized for various functions like customer support, 

information retrieval, and personal help [20]. The ability to annotate data for machine learning model training 

without the need for specific in-domain knowledge is one way that GPT-3 may be of assistance to people [24]. 

Prompt-Learning, sometimes referred to as Prompting, provides insight into what natural language processing 

(NLP) may include in the future [25]. Prompting techniques can be integrated as input in the prompt generation 

to the GPT-3 engine accessed through the language model API. This method is the basic technique in making 

the text generator application in this research. 
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2. METHOD 

2.1 Research Framework 

A set order of frameworks in the research methodology must be followed. This order of frameworks 

serves as an example of the procedures that must be taken to ensure the success of this research.  The following 

structure is : 

 
Figure. 1.  Research Framework 

 

2.2 Research Framework Description 

Based on Figure 1, the explanation for each step in the research framework cas be described as 

follows: 

a. Literature Review 

A literature review is a critical and systematic analysis of published research and scholarly articles 

relevant to a particular topic or research question. The primary purpose of a literature review is to establish 

the current state of knowledge on a given topic, identify gaps, conflicts, or inconsistencies in the existing 

literature, and determine the need for further research. Some of the primary references that are referred to 

in this research are Vaswani [26] in the study "Attention is All You Need, Advances in neural information 

processing systems", J. Devlin [27] in the study "BERT: Pre-training of deep bidirectional Transformers 

for language understanding", Radford [28] in "Language Models are Unsupervised Multitask Learners", 

T. B. Brown [1] in "Language models are few-shot learners". 

b. Identification of Problems 

The identification of problems in this study starts from the rise of the growing e-commerce sites, raising 

an issue, namely competition in the marketing process. A digital business must require copywriting skills. 

The solution to improve copywriting skills for ordinary people is by making an application that can 

provide exciting sentence ideas that make it easier for copywriters to compose sentences by utilizing 

Artificial Intelligence (AI). 

c. Setting Research Goal 

The focus was determined based on the results of problem identification and the motivation that prompted 

the research. This research focuses on creating a text generator application that can be accessed publicly. 

The application design also contains various supporting features such as product/service descriptions, job 

descriptions, social media captions, email marketing templates, advertisements, and business promotion 

ideas. Features are also built to generate good reports for promotional videos without leaving the need for 

more attractive marketing methods, youtube video title ideas, word and sentence improvements, 

paragraph summarization, and keyword generation from a description, so content is included in global 

searches to increase promotional content insight. 

d. Designing Solutions 

The design of solutions based on the research focus is done with the copywriting application development 

method in conducting system design and application development. Implementing the GPT-3 language 
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model in the application is by training on the language model and using the API code or service from this 

language model in the web program code that has been made before. 

e. Generating Simulations 

Based on the design of the solution created, a demonstration was built to test the application and started 

to see the suitability of the design with the expectations to be achieved. Demonstrating an app before its 

release serves several essential purposes. "Generating simulations" in creating an app refers to developing 

and implementing simulated environments or scenarios within the application. Generating simulations 

for an app involves designing the virtual environment, creating and implementing the necessary 

algorithms and models, integrating user interactions, and ensuring the simulation behaves realistically or 

as intended. This often requires computer graphics, physics modeling, artificial intelligence, and user 

interface design expertise. Overall, generating simulations in an app adds a dynamic and interactive 

element, allowing users to engage with virtual environments, scenarios, or systems that closely resemble 

real-world experiences. It enhances user engagement, facilitates learning, enables experimentation, and 

provides useful functionality depending on the specific goals and objectives of the app. 

f. Program Testing 

Program testing involves systematically evaluating an application to identify defects, errors, or issues and 

ensuring it functions as intended. The primary objective of program testing is to improve the app's quality, 

reliability, and usability before it is released to users. This plan outlines the testing objectives, scope, 

scenarios, cases, and resources required for testing. It helps ensure that testing activities are well-

organized and cover all critical aspects of the app. User Acceptance Testing involves testing the app with 

end-users or stakeholders to ensure it meets their requirements and expectations. It often takes place in a 

real-world environment to simulate actual usage scenarios. 

g. System Implementation 

System implementation involves deploying and integrating the developed software system into a live 

operational environment. It encompasses a series of activities that transition the app from the development 

stage to its active use by end-users. The system implementation phase is crucial as it marks the transition 

from development to actual app usage. Successful implementation involves careful planning, proper 

infrastructure setup, rigorous testing, user training, and a smooth transition to the live environment. It sets 

the foundation for the app's long-term operation and lays the groundwork for subsequent maintenance 

and improvement activities. 

 

2.3 System Overview 

This system focuses on designing a web application that is made to be a link between the language 

model API service and the user through the User Interface (UI), where the website display will receive input 

from the user, then take the input and serve as a prompt for the GPT-3 language model service which then the 

results of the language model will be received by the web and displayed back to the web display visible to the 

user. 

 
Figure. 2.  System Overview 



139 

Journal of Electrical Engineering and Computer (JEECOM)  

 

Kaira Milani Fitria: Design of text generator … 

The application-building component created uses API from OpenAI GPT-3, which is embedded into 

the program code. API code provided by OpenAI through the author's developer account. Making applications 

is done with Visual Studio Code software with references from various sources such as GitHub, 

StackOverFlow, Youtube, OpenAI, arXiv, Papers with Code, and others. The program code used is Python 

3.8, using several supporting libraries such as Flask and OpenAI libraries such as Flask and OpenAI for web 

display (frontend) using HTML, CSS, and JavaScript programming languages. In making the website layout 

design, the Adobe Illustrator application is used to make the details of the graphic components, the application 

to create complex visual elements, and the preparation of prototype website layout designs using the Figma 

application. Application testing application before deployment is carried out on localhost by running the 

program script on the Command Prompt or Visual Studio Code that opens in the Chrome browser. Chrome 

browser. After the application has run well on localhost, the program folder is deployed to the PythonAnywhere 

website so that the website has a URL that various devices can access. 

 

2.4 System Activity Design 

Activity diagrams are created to model visually the application design system developed by uniting 

some information in the software architecture. The type of UML diagram that will be applied in the design of 

this application is an activity diagram. The UML diagram in Figure.3 describes the modeling of how the 

application works from the user and system side. 

 
Figure. 3.  System Activity Design 
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3. RESULTS AND DISCUSSION (10 PT) 

3.1.  Application Web Interface  

The result of the website deployment process is forming a Uniform Resource Locator (URL) address 

as the website address. (URL) as the website address. Anyone who is connected to the internet network can 

access the website address that is already available. The web interface is shown in Figure 4. 

 

 

Figure. 4.  Web app landing page 

 

The explanation for several segments in the AI Caption Generator web starts from the "About Projects" part, 

which explains the purpose of why this application was created. The "Preview” segment is made with the aim 

that users who access the web will get an explanation of the function of each available feature according to its 

role. For example, one of the features is "Product Description" which has a description "Generate product 

descriptions for any type of products, you can simply enter the product name, and the product description will 

be generated". 

 

3.2. Performance Result  

Testing on features accessed on the AI Caption Generator web will display text results according to 

the inputted context. The tests include the success of the system in making API requests and displaying the 

output of the GPT-3 language model, the arrangement of the web layout, the responsiveness of the web display, 

and navigation to other pages. The results of the test running application when making calls from the GPT-3 

API were successful, as shown in Figure 5. 
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Figure. 5.  Result of text generator app 

 

3.3 Testing 

Blackbox testing ensures that the entire system is tested and runs well, as users and developers expect. 

The stages carried out during blackbox testing are testing the system by accessing the web application through 

a web browser, testing text input and application output results, and testing the button functions found on each 

application page whether they function correctly. The results of blackbox testing on the text generator 

application can be seen in Table 1.  

 

Table 1. Blackbox Testing Result 
Action Expected Result Validity 

Click the button on 

Preview 

Move to the next menu along with 

explanation 

Valid 

Access the Features menu Redirects to the section page about the choice of 
several features that can be accessed 

Valid 

Click the features button Redirects to the features page  Valid 

Access the About Creator 

menu 

Redirects to a section page that contains web 

creator information  
Valid 

Access the Privacy Policy 

menu 

Redirects to a section page about the 

web privacy rules  

Valid 

Input prompt text The inputted text can be seen in the text box on 

the web page  

Valid 

Click the Submit menu Display the output text  Valid 

Click the web icon logo Return to the main page Valid 

Click back to menu Return to the main page Valid 

 

Based on Table 1, the testing results with the blackbox testing method provide valid results related to the web 

system created. The web application developed fully has functionality by the available features, and all features 

can be operated by the user because there is already an explanation in the web display. 
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4. CONCLUSION  

Based on the results of making a text generator application with the implementation of the GPT-3 

API, the application can run well. The application runs smoothly on localhost testing and runs well when 

accessed via a web server. The application can also work by displaying the results of several texts that match 

the context inputted by the user. The hope is that this application can be further developed by applying more 

prompting techniques so that the features in the application can be more extensive and varied.  
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